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Demand Forecasting
1 Introduction

Every day managers make decisions without knowing what will happen in the future. Inventory is ordered without certainty as to what sales will be, new equipment is purchased despite uncertainty about demand for products; and investments are made without knowing what profits will be. Managers are always trying to make better estimates of what will happen in the future in the face of uncertainty. Making good estimates is the main purpose of forecasting.


The first step in planning the operation of a production system is determine an accurate forecast of the demand for the items to be produced. This forecast is then used as a basis to:

· Specify the control policies for the inventory system,

· Load the machines,

· Determine the machinery and materials handling requirements, and

· Determine the work-force level during production periods.


We should also clarify at the outset the difference between forecasting and planning. Forecasting deals with what we think will happen in the future. Planning deals with what we think should happen in the future. Thus, through planning, we consciously attempt to alter future events, while we use forecasting only to predict them. Good planning utilizes a forecast as an input. If the forecast is not acceptable, a plan can sometimes be devised to change the course of events.


Forecasting is one input to all types of business planning and control, both inside and outside the operations function. Marketing uses forecasts to plan products, promotion, and pricing. Finance uses forecasting as an input to financial planning. For process design purposes, forecasting is needed to decide on the type of process and the degree of automation to be used.


Capacity decisions utilize forecasts at several different levels of aggregation and precision. For planning the total capacity of facilities, a long-range forecast several years into the future is needed. For medium-range-capacity decisions extending through the next year or so, a more detailed forecast by product line will be needed to determine hiring plans, subcontracting and equipment decisions. Short-range-capacity decisions, including assignment of available people and machines to jobs or activities in the near future, should be detailed in terms of individual products, and they should be highly accurate.

Inventory decisions resulting in purchasing actions tend to be short range in nature and deal with specific products. The forecasts that lead to these decisions must meet the same requirements as short-range scheduling forecasts: They must have a high degree of accuracy and individual product specificity. For inventory and scheduling decisions, because of the many items usually involved, it will also be necessary to produce a large number of forecasts. Thus a computerized forecasting system will often be used for these decisions.


In summary, there are different types of decisions in operations and different associated forecasting requirements, as shown in table (1).

Table (1)

	Operations decisions
	time

 horizon
	accuracy required
	number of products
	management level

	Process design
	Long
	Medium
	single or few
	Top

	Capacity planning facilities
	Long
	Medium
	single or few
	Top

	Aggregate planning
	Medium
	High
	few
	middle

	Scheduling
	short
	highest
	many
	Lower

	Inventory management
	short
	highest
	many
	lower


The accuracy of a forecast  is dependent on:
· The accuracy of the data,

· The stability of the data-generating process,

· The length of the forecasting period, and 

· The forecasting method used.


Randomness of the data makes accurate forecasting difficult, if not impossible, to achieve.

2  What  Is  Forecasting?

Forecasting is the art and science of predicting future events. It may involve taking historical data and projecting them into the future with some sort of mathematical model. It may be a subjective or intuitive prediction of the future. Or it may involve a combination of these, that is, a mathematical model adjusted by a manager’s good judgment.

[image: image43.wmf](

)

å

å

å

å

å

å

å

-

-

-

=

2

2

2

2

y

x

-

xy

n

=

or 

  

y

 

x

x

n

x

n

x

x

n

xy

b


Definition: Forecasting is the process of estimating future demand (or the amount of sales) in terms of the quantity, timing, quality, and location for desired products & services.

3  Forecasting Time Horizons

Forecasts are usually classified by future time horizon that they describe. The three categories, all of which are useful to operations managers, table (2), are:

1. Short-range forecast 

2. Medium-range forecast

3. Long-range forecast

Table (2) Forecasting time horizons

	element
	Span
	Uses

	Short-range
	up to 1 year

or     < 3 month

or     < 6 month
	· Planning purchasing

· Job scheduling

· Work force levels

· Job assignments, and

· production levels

· example : electric utility companies use hourly forecasting of KW-hr demand

	Medium-range

or Intermediate
	from 3-month  to  3-years

or from 1 month to 1yr
	· Sales  planning

· Production planning & budgeting,

· Cash budgeting, and

· Analyzing various operating plans

example: the enrollment of students in colleges and universities

	Long-range
	>1 or 3 years
	· Used in planning for new products,

· Capital expenditures,

· facility location or expansion, and

· Research & development.

Example: Telephone companies.


4  Types  Of  Forecasts

Organizations use three major types of forecasts in planning the future of their operations, are:

1. Economic forecasts

2. Technological forecasts

3. Demand forecasts.

1. Economic forecasts:   address the business cycle by predicting inflation rates, money supplies, housing starts, and other planning indicators.

2.Technological forecasts:   are concerned with rates of technological progress, which can result in the birth of exciting new products, requiring  new plants and equipment.

3. Demand forecasts:    are projections of demand for a company’s products or services. These forecasts, also called sales forecasts, drive a company’s production, capacity, and scheduling systems and serve as inputs to financial, marketing, and personnel planning.


This chapter will focus on the forecasting of demand for output from the operations function. Demand and sales, however, are not always the same thing. Whenever the demand is not constrained by capacity or other management policies, the forecasting of demand will be the same as the forecasting of sales. Otherwise, sales may be somewhat below real customer demand.

5   Factors Affecting Demand

What causes the demand pattern for a particular products or service? If we knew the answer, forecasting would be much easier. Unfortunately, many factors affect demand at any given time.  Table (3) shows two major categories of factors: External, and Internal.

Table (3) factors affecting demand for goods and services

	External factors
	Internal factors

	· General state of the economy

· Government actions

· Consumer tastes

· Public image of product

· Competitor actions

· Availability and  cost of complementary products
	· Product or service design

· Price & advertising promotions

· Packaging design

· Salesperson quotas or incentives

· Expansion or contraction of geographical market target areas

· Product mix

· Backlog policy


6 The Demand Forecasting System

As an activity within an organization, forecasting is expected to provided relevant information concerning the future to marketing, finance, production, and others that require it for planning purposes. This function is performed by a system which, like any other system, can be analyzed in terms of its key components, Figure (1):

1. Forecasting-system outputs, information provided by a forecast.

· Expected demand

· Forecast error

2. Forecasting-system inputs, information needed to prepare a forecast

· Internal data ( historical - subjective - survey )

· Environmental data (Economic-Social political-Technological )

3. Forecasting constraints, factors limiting the method(s) used.

· Data  

· Time

· Expertise

· Funds

4. Forecasting-system decisions

· Selection of data

· Selection of method

5. Forecasting-system performance criteria.

· Accuracy

· Stability  versus responsiveness

· Objectivity

· Preparation time

6. Forecasting methods, for converting inputs to outputs.

· Predictive

· Causal

· Time series












7   Steps in the forecasting process

The basic steps in the forecasting process are: 



8  Forecasting  Approaches  

There are two general approaches or models to forecasting, just as there are two ways to tackle all decision modeling. One is quantitative analysis; the other is a qualitative approach, figure (2).








Figure (2) Forecasting approaches

8.1  Qualitative  forecasting methods

Qualitative, or subjective or predictive, methods refer to the variety of techniques that rely primarily on the experience and opinions of people inside or outside the organization. Such techniques are generally employed either when there is little time or no past relevant data or when available data may not be enough to cover possible developments in the more distant future.

Qualitative methods are typically used for medium- and long-range forecasting involving process design or capacity of facilities. For these decisions, past data are not usually available or, if they are, may show an unstable pattern.  Introducing a new product, say an electric car, or a new service, such as a new supersonic commercial flight, represents activities with limited or non-existing historical data. Figure (3) shows the different qualitative forecasting techniques.





  













Figure (3) Qualitative methods

8.2  Quantitative forecasting methods

In these techniques, the historical pattern of the data is used to extrapolate (forecast) into the future.  There are two main quantitative techniques:


· Time-series analysis, 

· Causal models, and
· Simulation

8.2.1 Time series models

Time series models attempt to predict the future by using historical data. These models make the assumption that what happens in the future is a function of what has happened in the past. In other words, time series models look at what has happened over a period of time (hourly, daily, weekly, monthly, quarterly, annually, and so on) and use a series of past data (demand, earnings, profits, shipments, accidents,...etc.) to make a forecast.

(A) Components of a Time Series

Analyzing time series means breaking down past data into components and then projecting them forward. A time series typically has five components, figure (4):

· Average : is simply the sum of the demand observations for each period divided by the number of data periods.

· Trend : is a systematic increase or decrease in the average of the series over time.  it refers to a gradual, long-term movement in the data. Population shifts, changing incomes, and cultural changes often account for such movements.

· Seasonality : is a predictable increase or decrease in demand, depending on the time of day, week, month, season, or year. It refers to short-term, fairly regular variations generally related to weather factors or to factors such as holidays and vacations. Restaurants, super-markets, and theaters experience weekly and even daily “seasonal:” variations.

· Cycles :  are wavelike variations of more than one year’s duration. These are often related to a variety of economic and political factors and even agricultural conditions.

· Random variations : are blips in the data caused by chance and unusual situations; they follow no discernible pattern.

(B) Time Series Methods
Methods of time series analysis focus on the average, trend, and seasonal influence characteristics of a time series.

1) Techniques for Averaging:


Three techniques for averaging are:

· Naive forecasts.

· Moving averages.

· Exponential smoothing.
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Figure (4) components of demand (or time series)

· Naive Approach:


The simplest forecasting technique is the naive method. A naive forecast for any period equals the previous period’s actual value. The advantages of this method: It has virtually no cost, it is quick and easy to prepare because data analysis is nonexistent, and it is easy for users to understand. The main objection to this method is its inability to provide highly accurate forecasts. However, if resulting accuracy is acceptable, this approach deserves serious consideration. The naive concept can also be applied to a series that exhibits seasonality or trend. Naive forecasts are sometimes used as starting points for more sophisticated techniques.

· Moving averages
i) Simple moving average

This method is most useful when demand does not have a pronounced trend or any seasonal influences (i.e. market demand will stay fairly steady over time). To use a moving average model you simply calculate the average demand for the N most recent time periods and use it as the forecast for the next time period. Next period, after the demand is known, the oldest demand from the previous average is replaced by the most recent demand and the average is recomputed. In this way you always use the N most recent demands, and the average “moves” from period to period.

Mathematically, the moving average (MA) is expressed as:
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Where

D​​t    = actual demand in period t 


Ft+1  = forecast for period t+1


N     = total number of periods in the average  

Each time Ft+1 are computed, the most recent demand is included in the average and the oldest demand observation is dropped. This procedure maintains N periods of demand in the forecast and lets the average move along as new demand data are observed.


ii) Weighted moving average:

When there is a trend or pattern (respond more rapidly to changes in demand), weights can be used to place more emphasis on recent values. This makes the techniques more responsive to changes since more recent periods may be more heavily weighted. Deciding which weights to use requires some experience and a bit of luck. Choice of weights is somewhat arbitrary since there is no set formula to determine them. If the latest month or period is weighted too heavily, the forecast might reflect a large unusual change in the demand or sales pattern too quickly.

A weighted moving average may be expressed mathematically as:
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The advantage of a weighted average over a simple moving average is that the weighted average is more reflective of the most recent occurrences. However, the choice of weights is somewhat arbitrary, and generally involves the use of trial and error to find a suitable weighting scheme. One of the advantages of a weighted moving average is that the entire demand history for N periods must be carried along with the computation.  Furthermore, the response of a weighted moving average cannot be easily changed without changing each of the weights.

· Problems With Moving Averages
1. Increasing the size of N (the number period's average) does smooth out fluctuations better, but it makes the method less sensitive to real changes in the data.

2. Moving  average cannot pickup trends very well, since they are average, they will always stay within past levels and will not predict a change to either a higher or lower level.

3. Moving averages require extensive record keeping of past data.

· Exponential smoothing
i) Simple exponential smoothing

Exponential smoothing is based on the very simple idea that a new average can be computed from an old average and the most recent observed demand. It is a sophisticated weighted averaging method that is still relatively easy to use and understand. Each new forecast is based on the previous forecast plus a percentage of the difference between that forecast and the actual value of the series at that point.


The basic exponential smoothing formula can be shown as follows:



Ft+1  = Ft  + ( (Dt - Ft )

Where

 Ft+1  = new forecast or forecast for period  t+1.

  Dt   = actual demand or sales for period t

  Ft    = last period’s forecast (old forecast)

  (    = Smoothing factor   (constant) where 1 (  ( ( 0 .


This constant determines the level of smoothing and the speed of reaction to differences between forecasts and actual occurrences. The value for the constant is determined both by the nature of the product and by the manager’s sense of what constitutes a good response rate.

· Choosing the appropriate value for alpha (()

Exponential smoothing requires that the smoothing constant alpha (() be given a value between 0 and 1. If the real demand is stable (such as demand for electricity or food), we would like a small alpha to lessen the effects of short-term or random changes. If the real demand is rapidly increasing or decreasing (such as in fashion items or new small appliances), we would like a large alpha to try to keep up with the change.


The procedure for choosing a value of ( is now clear. A forecast should be computed for several values of (. If one value of ( produces a forecast with less bias and less deviation than the other, then this value of ( is preferred.

ii) Adjusted Exponential Smoothing

Which is appropriate only when data vary around an average or have step or gradual changes. If a series exhibits trend, and simple smoothing is used on it, the forecasts will all lag the trend. For example, if the data are increasing, each forecast will be too low. Conversely, decreasing data will result in forecasts that are too high. Again, plotting the data can indicate when trend-adjusted smoothing would be preferable to simple smoothing.


The adjusted exponential smoothing forecast consists of the exponential smoothing forecast with a trend adjustment factor added to it:
AFt+1 =Ft+1 + Tt+1
Where 

T = an exponentially smoothed trend factor
The trend factor is computed much the same as the exponentially smoothed forecast. It is, in effect, a forecast model for trend:
     Tt+1 = ( (Ft+1 – Ft) + (1 – () Tt
Where

Tt+1     = The exponentially smoothed trend for period t+1.


Ft+1     = The exponentially smoothed forecast for period t+1.

Ft       = The exponentially smoothed forecast for period t.


Tt       = The last period’s trend factor (Period t).

(        = a smoothing constant for trend.
( is a value between 0.0 and 1.0. It reflects the weight given to the most recent trend data. ( is usually determined subjectively based on the judgment of the forecaster. A high ( reflects trend changes more than a low (. It is not uncommon for ( to equal ( in this method.

Notice that this formula for the trend factor reflects a weighted measure of the increase (or decrease) between the next period forecast, Ft+1, and the current forecast, Ft.
2) Linear Trend Line
Linear regression is a method of forecasting in which a mathematical relationship is developed between demand and some other factor that causes demand behavior. However, when demand displays an obvious trend over time, a least squares regression line, or linear trend line, that relates demand to time, can be used to forecast demand.

A linear trend line relates a dependent variable, which for our purposes is demand, to one independent variable, time, in the form of a linear equation:

y = a + bx
Where:
a = intercept (at period 0)
b = slope of the line
x = the time period
y = forecast for demand for period x
These parameters of the linear trend line can be calculated using the least squares formulas for linear regression:
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Where:

n=Number of periods
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3) Seasonality in time series forecasts
A seasonal pattern is a repetitive increase and decrease in demand. Many demand items exhibit seasonal behavior. Many organizations experience seasonal demand for their goods or services. The volume of letters processed by the postal service increases dramatically during the christmas holiday period. Demands for products such as lawn and garden suppliers, snow shovels, automobile tires, clothing, and construction supplies are subject to seasonal influences. Even the demand for telephone service is seasonal, as anyone trying to call relatives during holiday periods is well aware. A number of methods are available for forecasting time series with seasonal influences:

· Multiplicative seasonal method:


The procedure for calculating seasonal factors consists of the following steps:

Step 1: Calculate the average demand per period for each year of past data:
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where
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  = average demand per period (t) in year (y).


Dy,t = demand in period (t) in year (y)


n    = number of demand periods each year

Step 2: Divide the actual demand for each period by the average demand per period 


  to get a seasonal factor for each period. Repeat for each year of data.
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Where  
fy,t = seasonal factor for period  t  in  year   y

Step 3: Calculate the average seasonal factor for each period
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Where
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  = average seasonal factor for period t


m = number of years of past data

Step 4: Calculate the seasonal forecast





Fy,t  = Dy ft
Where


Dy = projected average demand per period for some future year  y.


Fy,t= forecast for period  t in some future year   y.

Forecast Accuracy

A forecast is never completely accurate; forecasts will always deviate from the actual demand. This difference between the forecast and the actual is the forecast error.

Specifically,



  Et  =  Dt  -  Ft
Where

Et = forecast error for period t


Ft  = forecast for period  t


Dt = actual demand for period  t
Although forecast error is inevitable, the objective of forecasting is that it be as slight as possible. A large degree of error may indicate that either the forecasting technique is the wrong one or it needs to be adjusted by changing its parameters (for example, ( in the exponential smoothing forecast).

Managers are usually more interested in measuring forecast error over a relatively long period of time, however. The following are some of the more commonly used methods:

Mean Absolute Deviation
The mean absolute deviation, or MAD, is one of the most popular and simplest to use measures of forecast error. MAD is an average of the difference between the forecast and actual demand, as computed by the following formula:
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The smaller the value of MAD, the more accurate the forecast, although viewed alone, MAD is difficult to assess. One benefit of MAD is to compare the accuracy of several different forecasting techniques.

Mean Absolute Percent Deviation
The mean absolute percent deviation (MAPD) measures the absolute error as a percentage of demand rather than per period. As a result, it eliminates the problem of interpreting the measure of accuracy relative to the magnitude of the demand and forecast values, as MAD does. The mean absolute percent deviation is computed according to the following formula:
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A lower percent deviation implies a more accurate forecast.
· Mean absolute percent error:

MAPE relates the forecast error to the level of demand and is useful for putting forecast performance in the proper perspective. It is the best error measure to use when making comparison between time series for different stock-keeping unit.
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· Cumulative sum of forecast errors:

Cumulative error is computed simply by summing the forecast errors, as shown in the following formula.
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Large positive value indicates that the forecast is probably consistently lower than the actual demand, or is biased low. A large negative value implies that the forecast is consistently higher than actual demand, or is biased high. Also, when the errors for each period are scrutinized, a preponderance of positive values shows the forecast is consistently less than the actual value and vice versa.
A measure closely related to cumulative error is the average error, or bias. It is computed by averaging the cumulative error over the number of time periods:
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The average error is interpreted similarly to the cumulative error. A positive value indicates low bias, and a negative value indicates high bias. A value close to zero implies a lack of bias.
Monitoring The Forecast
Many forecasts are made at regular intervals (e.g., weekly, monthly, quarterly). Because forecast errors are the rule rather than the exception, there will be a succession of forecast errors. Tracking the forecast errors and analyzing them can provide useful insight on whether forecasts are performing satisfactorily.

There are a variety of possible sources of forecast errors, including the following:

1. The model may be inadequate due to  

a) The omission of an important variable, 

b) A change or shift in the variable that the model cannot deal with (e.g., sudden appearance of a trend or cycle), or 

c) The appearance of a new variable (e.g., new competitor).

2. Irregular variations may occur due to severe weather or other natural phenomena, temporary shortages or breakdowns, catastrophes, or similar events.

3. The forecasting technique may be used incorrectly, or the results misinterpreted.

4. Random variations. Randomness is the inherent variation that remains in the data after all causes of variation have been accounted for. There are always random variations.

A forecast is generally deemed to perform adequately when the errors exhibit only random variations. Hence, the key to judging when to reexamine the validity of a particular forecasting technique is whether forecast errors are random. If they are not random, it is necessary to investigate to determine which of the other sources is present and how to correct the problem.
There are several ways to monitor forecast error over time to make sure that the forecast is performing correctly—that is, the forecast is in control. Forecasts can go “out of control” and start providing inaccurate forecasts for several reasons, including a change in trend, the unanticipated appearance of a cycle, or an irregular variation such as unseasonable weather, a promotional campaign, new competition, or a political event that distracts consumers.

i) Control Chart Method
   A very useful tool for detecting non-randomness in errors is a control chart. Errors are plotted on a control chart in the order that they occur, such as the one depicted in Figure (5). 
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Figure (5) Conceptual Representation of a Control Chart
The centerline of the chart represents an error of zero. Note the two other lines, one above and one below the centerline. They are called the upper and lower control limits because they represent the upper and lower ends of the range of acceptable variation for the errors.
In order for the forecast errors to be judged “in control” (i.e., random), two things are necessary. One is that all errors are within the control limits. The other is that no patterns (e.g., trends, cycles, non-centered data) are present. Both can be accomplished by inspection. Figure (6) illustrates some examples of nonrandom errors.
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Figure (6) Examples of non-randomness
Technically speaking, one could determine if any values exceeded either control limit without actually plotting the errors, but the visual detection of patterns generally requires plotting the errors, so it is best to construct a control chart and plot the errors on the chart.

To construct a control chart, first compute the MSE. The square root of MSE is used in practice as an estimate of the standard deviation of the distribution of errors. That is,
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This formula without the square root is known as the mean squared error (MSE), and it is sometimes used as a measure of forecast error. Then 
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Control charts are based on the assumption that when errors are random, they will be distributed according to a normal distribution around a mean of zero. Recall that for a normal distribution, approximately 95.5 percent of the values (errors in this case) can be expected to fall within limits of 0 ± 2s (i.e., 0±2 standard deviations), and approximately 99.7 percent of the values can be expected to fall within ±3s of zero. With that in mind, the following formulas can be used to obtain the upper control limit (UCL) and the lower control limit (LCL):
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Where

z = Number of standard deviations from the mean

Combining these two formulas, we obtain the following expression for the control limits:

Control limits: 
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ii) Tracking Signal method
Another method is the tracking signal (TS). It relates the cumulative forecast error to the average absolute error (i.e., MAD), used to monitor a forecast. The intent is to detect any bias (Bias Persistent tendency for forecasts to be greater or less than the actual values of a time series.), in errors over time (i.e., a tendency for a sequence of errors to be positive or negative). TS is a measure that indicates whether a method of forecasting has any built-in biases over a period of time. The tracking signal is computed period by period using the following formula:
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TS measures the number of MADs represented by the cumulative sum of forecast errors. Values can be positive or negative. Positive tracking signals TS indicate that demand is greater than forecast. Negative signals mean that demand is less than forecast. A value of zero would be ideal; limits of ±4 or ±5 are often used for a range of acceptable values of the tracking signal. If a value outside the acceptable range occurs, that would be taken as a signal that there is bias in the forecast, and that corrective action is needed, Figure (7).
The tracking signal is recomputed each period, with updated, “running” values of cumulative error and MAD. The movement of the tracking signal is compared to control limits; as long as the tracking signal is within these limits, the forecast is in control.

After an initial value of MAD has been determined, MAD can be updated and smoothed

(SMAD) using exponential smoothing:
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Figure (7) A plot of tracking signals

Typically, forecast errors are normally distributed, which results in the following relationship between MAD and the standard deviation of the distribution of error, S:
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This enables us to establish statistical control limits for the tracking signal that corresponds to the more familiar normal distribution.

Like the tracking signal, a control chart focuses attention on deviations that lie outside predetermined limits. With either approach, however, it is desirable to check for possible patterns in the errors, even if all errors are within the limits.

If non-randomness is found, corrective action is needed. That will result in less variability in forecast errors, and, thus, in narrower control limits. (Revised control limits must be computed using the resulting forecast errors.) Figure (8) illustrates the impact on control limits due to decreased error variability.
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Figure (8) Removal of a pattern usually results in less variability, and, hence, narrower control limits
Comment The control chart approach is generally superior to the tracking signal approach. A major weakness of the tracking signal approach is its use of cumulative errors: Individual errors can be obscured so that large positive and negative values cancel each other. Conversely, with control charts, every error is judged individually. Thus, it can be misleading to rely on a tracking signal approach to monitor errors. In fact, the historical roots of the tracking signal approach date from before the first use of computers in business. At that time, it was much more difficult to compute standard deviations than to compute average deviations; for that reason, the concept of a tracking signal was developed. Now computers and calculators can easily provide standard deviations. Nonetheless, the use of tracking signals has persisted, probably because users are unaware of the superiority of the control chart approach.
8.2.2 Causal Forecasting models
Unlike time-series forecasting, causal forecasting models usually consider several variables that are related to the quantity being predicted. Once these related variables have been found, a statistical model is built and used to forecast the item of interest. This approach is more powerful than the time-series methods that use only the historic values for the forecasted variable.
Many factors can be considered in a causal analysis. For example, the sales of IBM PCs might be related to IBM's advertising budget, the price charged, competitor's prices and promotional strategies, or even the economy and unemployment rates. In this case, PC sales would be called the dependent variable and the other variables would be called independent variables. The manager's job is to develop the best statistical relationship between PC sales and the independent variables. The most common quantitative causal forecasting model is linear-regression analysis.
Linear Regression
Linear regression is a mathematical technique that relates one variable, called an independent variable, to another, the dependent variable, in the form of an equation for a straight line. A linear equation has the following general form:




Y = a + b X

Where

Y = computed value of the variable to be predicted (called the dependent variable)


X = the independent variable (which is time in this case)


a = y-axis intercept

Because we want to use linear regression as a forecasting model for demand, the dependent variable, Y, represents demand, and X is an independent variable that causes demand to behave in a linear manner.

To develop the linear equation, the slope, b, and the intercept, a, must first be computed using the following least squares formulas:
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Where: 
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b = slope of the regression line 
(or the rate of change in y for given changes in x)



n = the number of data points or observations.

· Correlation coefficient for regression lines (r):
· The correlation coefficient measures the direction and strength of the linear relationship between the independent variable and the dependent variable.

· The correlation coefficient can be calculated using the following equation:





[image: image36.wmf]
· The coefficient of correlation (r) explains the relative importance of the relationship between y and x.

· The sign of r shows the direction of the relationship, and the absolute value of  r  shows the strength of the relationship, Figure (9).

·  r  can take any value between -1 to +1.

· The sign of  r is always the same as the sign of  b.

·  negative of  r  indicates that the values of y and x tend to move in opposite directions, and positive move in the same direction.

· The coefficient of determination r2:

·  It measures the amount of variation in the dependent variable that is explained by the regression line.

·  It can be calculated with the following equation:
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· The value of r2 ranges from 0.0 to 1.0.

· Regression equations with a value of r2 close to 1.0 are desirable because the variations in the dependent variable and the forecast generated by the regression equation are closely synchronized.
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Figure (9) Illustrates what different values of r might look like

· Standard error of the estimate Syx
· To measure the accuracy of the regression estimates, we need to compute the standard error of the estimate. This is called the Standard deviation of the regression:
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· Syx measures how closely the data on the dependent variable cluster around the regression line. or is a measure of how historical data points have been dispersed about the trend line.

· If Syx is small relative to the forecast, past data points have been tightly grouped about the trend line and the upper and lower limits are close together, Figure (10).

[image: image41.png]Value of X used
0 estimate ¥

X




Figure (10) Errors in forecasting

· Selecting a forecasting method

The important factors that companies consider important when they select a forecasting method are as follows:

1. User and system sophistication

2. Time and resources available

3. Use or decision characteristics

4. Data availability

5. Data pattern

Elements Of A Good Forecast
A properly prepared forecast should fulfill certain requirements:

1. The forecast should be timely. Usually, a certain amount of time is needed to respond to the information contained in a forecast. For example, capacity cannot be expanded overnight, nor can inventory levels be changed immediately. Hence, the forecasting horizon must cover the time necessary to implement possible changes.

2. The forecast should be accurate, and the degree of accuracy should be stated. This will enable users to plan for possible errors and will provide a basis for comparing alternative forecasts.

3. The forecast should be reliable; it should work consistently. A technique that sometimes provides a good forecast and sometimes a poor one will leave users with the uneasy feeling that they may get burned every time a new forecast is issued.

4. The forecast should be expressed in meaningful units. Financial planners need to know how many dollars will be needed, production planners need to know how many units will be needed, and schedulers need to know what machines and skills will be required. The choice of units depends on user needs.

5. The forecast should be in writing. Although this will not guarantee that all concerned are using the same information, it will at least increase the likelihood of it. In addition, a written forecast will permit an objective basis for evaluating the forecast once actual results are in.

6. The forecasting technique should be simple to understand and use. Users often lack confidence in forecasts based on sophisticated techniques; they do not understand either the circumstances in which the techniques are appropriate or the limitations of the techniques. Misuse of techniques is an obvious consequence. Not surprisingly, fairly simple forecasting techniques enjoy widespread popularity because users are more comfortable working with them.

7. The forecast should be cost-effective: The benefits should outweigh the costs.
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Fig. (1)  The forecasting system





Forecasting System Steps





Determine the use of the forecast- what objective are we trying to obtain?


Select the items or quantities that are to be forecasted


Determine the time horizon of the forecast


Select the forecasting model or models.


Gather the data needed to make the forecast.


Validate the forecasting model.


Make the forecast.


Implement the results.
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QUALITATIVE    MODELS





Consumer


Surveys








Questioning consumers on future plans








Joint estimates obtained from salespeople
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Finance, marketing, and manufacturing managers join to prepare forecast





Executive
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Series of questionnaires answered anonymously by managers and staff; successive questionnaires are based on information obtained from previous surveys.
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Technique





Outside 
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Consultants or other outside experts prepare the forecast.





  RULE:


	The longer the averaging period, the slower the response to demand changes. A longer period thus has the advantage of providing stability in the forecast but the disadvantage of responding more slowly to real changes in the demand level.  The forecasting analyst must select the appropriate tradeoffمفاضلة   between stability and response time by selecting the averaging length N. 
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